
Editorial
Bioinformatics through the history

The term “Bioinformatics” was first used by Paulien Hogeweg and Ben Hesper in the
beginning of 1970s, defining it as ‘‘the study of informatic processes in biotic systems’’.
Although they have proposed the definition as above in article in Dutch language
that is not generally accessible [1] but various public sources trace the origin of the
term to publications  by  Paulien Hogeweg and Ben Hesper that appeared in 1978 [2,
3]. Their main aim was to combine pattern analysis and dynamic modeling and apply
them to the challenge of unraveling pattern generation and informatic processes in
biotic systems at multiple scales but now a days meaning of the term has been
superseded  as denoting the development and use of computational methods for
comparative analysis of genome data. The long term goals they set for bioinformatics
in the 1970s, were termed by them as the “horse part” and the “elephant”. The horse
part is  the “modeling morphogenesis, through the use of cell based models that
incorporate some of the physical properties of cells [4]. Second but important part
i.e. the elephant is “Constructive models of evolution”, are generally being created
from studies on the  evolutionary consequences of  non-linear physical mapping
includes both genotype and phenotype mapping [5-8]. Metabolic networks [9-10],
regulatory networks [11-14] and chromosome organization [15-17] are also providing
useful information in the above model construction.

Many of the basic pattern analysis methods which are now being used in bioinformatics
very often, were pioneered in the 1960s and further developed in the 1970s. A very
notable work was  of Margaret Dayhoff, who developed the first ever biological
database known as “atlas of protein sequences and structure” [18]. It was built as a
collection of sequences for investigating evolutionary relationships among proteins.
In the 1970s and 1980s, novel modeling formalisms were actively explored and
developed along with the development of pattern analysis methods.

With help of the development in the in-silico technologies and wetlab methods
sequence data was generated exponentially in the late 1980s and 1990s. It was the
time when  the term bioinformatics became mainstream, coming to mean the
development and use of computational methods for data management and data analysis
of sequence data, protein structure determination, homology-based function prediction,
and phylogeny. But the information which is provided by the massive sequencing
projects, and the related bioinformatics analysis to unravel the relationship in between
function and evolution, is not really the ‘‘roots of bioinformatics’’, but rather they are
the ‘‘trunk of bioinformatics’’ [19],

Currently we are having a large set of fully sequenced  genomes which also include
human and it is expanding at very fast rate. This is providing a massive high-



throughput “omics” data, which is further available for comparative research and is
presenting great challenge for bioinformatics.  Recently, 2012 Nobel laureate Paul
Nurse has emphasized about self-organization and the resulting counter-intuitive
results, he argues that the next ‘‘quantum leap’’ in biology will come through studying
information processing in biological systems. Also similarly Walter Gilbert another
Nobel laureate has said-Most of the biological investigations in 21st century will be in
silico.

It is apparent that during the last 5 years, we have moved into a new stage, that can
define our future strategy. By 2007, things had become more intelligent: text mining
were used for decision making [20], ontology growth was manifold into every aspect
of computing [21], and bioinformatics was distributive in the life sciences, for example,
extending to biodiversity conservation planning [22] or synthetic biology [23]. Besides
the more theoretical aspects of network biology [24], exemplified by gene and protein
interaction  networks, pressure mounted for support of translational medicine, ranging
from structural variation  [25] to cancer bioinformatics [26]. At the same time, new
problems were emerging, related to next-generation sequencing efforts, ranging from
re-sequencing to metagenomics [27]. The prediction in 2008 was that in 10 years, we
will possess an adequate infrastructure for biological research [28], in a fusion of
disciplines [29]. At present, we are facing an expansion of difficulty, ranging from
genome assembly [30], protein design [31], or metagenomics [32] to genomic medicine
[33], infectious disease [34], and phenotyping [35].

It can be concluded that whether bioinformatics in the wider sense of studying
information processing in biotic systems is a quirk or a quantum leap, it is still an
interesting area to understand and work in! There is lots and lots of data and software
available and lot more need to be developed. More genomes, more database, more
tools and analysis of all this available data and biology, physics and mathematics
behind all this, which motivated us to start this new initiative to serve humanity in
the  coming decades and centuries.
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